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SUMMARY

In this paper, we analyze the performance impact of JobTracker failure in Hadoop. A JobTracker failure is a serious problem that affects the overall job processing performance. We describe the cause of failure and the system behaviors because of failed job processing in the Hadoop. On the basis of the analysis, we build a job completion time model that reflects failure effects. Our model is based on a stochastic process with a node crash probability. With our model, we run simulation of performance impact with very credible failure data available from USENIX called computer failure data repository that have been collected for past 9 years. The results show that the performance impact is very severe in that the job completion time increases about four times typically, and in a worst case, it increases up to 68 times. Copyright © 2014 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Hadoop [1] is a popular open source implementation of Google’s MapReduce [2] that is a data processing model for big data in large-scale cluster or cloud computing platform [3–5]. Hadoop is practical enough to be used in many commercial cloud systems such as Amazon EC2, Yahoo, and the Google search engine. Hadoop includes distributed file system (HDFS) for cloud storage systems. Thus, many cloud storage system researchers adopt Hadoop as their research platform because it is easy to analyze or modify.

The primary feature of Hadoop cluster is to maximize the job processing performance using parallelism. Basically, a Hadoop cluster is a master–worker structure; a master node splits a job into subtasks and assigns them to workers. Thus, a Hadoop cluster that consists of many nodes can execute many tasks concurrently. The job processing performance is determined by job completion time. Many studies [6, 7] have used the job completion time as an important metric for analyzing the performance of job processing in Hadoop cluster.

Another important feature of the Hadoop cluster is fault tolerance to recover data from node failures. The nodes of a Hadoop cluster are physical machines, so each node can crash because of various hardware problems such as overworked server, aging, and temperature [8, 9]. When a node crash happens, data and the job processing state can be corrupted or lost. A Hadoop cluster overcomes the node failures by redundancy. The data in Hadoop cluster spread redundantly in many nodes using DFS. Thus, the original data can be recovered by the redundant node even if the data in crashed node are unavailable. This approach requires an assumption that a master node is always fault-tolerant.
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However, this assumption of fault-tolerance of Hadoop is not realistic because the master node can crash. For example, many recent studies [10–13] report that the master node crash is a single point of failure of Hadoop and should be handled. However, to the best of our knowledge, there has been no quantitative study as to the impact of master node crash. Recently, many studies [10–13] try to handle master node failure by replication of its metadata. But, the replication is not a perfect solution because of the high cost of replication [14]. (The more replicated master node is, the less node failure but the higher the cost is.)

In this paper, we analyze the performance impact of failure of JobTracker because master node crash causes JobTracker failure in Hadoop job processing. First, we review how Hadoop handles failures. Then, we build a job completion time model that reflects the JobTracker failure. Our model is based on a stochastic process with a node crash probability. And, we show the results of performance impact numerically with our model. As a result, we find that the impact of the failure of the JobTracker in Hadoop is much worse than expected because it increases the overall job execution time by 68 times in the worst case.

We summarize our contributions as follows. First, we extend the performance analysis for Hadoop. Previous study [14] for analysis of performance impact of Hadoop failure covers only nonmaster node such as TaskTracker and DataNode. Our work uncovers the performance impact of the master node such as JobTracker that the previous work did not. Second, our work urges that more elaborate solutions are needed for handling Hadoop failures. Recently, Hadoop supports high availability feature that replicates the master node. However, it still depends on replication approach that is not a perfect solution. Thus, we stress that the current Hadoop needs more solutions for failure handling.

The rest of this paper is organized as follows. Section 2 describes previous studies related to our work. Section 3 explores the problem and reviews Hadoop architecture. Section 4 describes the job completion time model, which includes the performance penalty because of a node crash. Section 5 shows the results of numerical analysis for the performance penalty in the various unreliable situations. In Section 6, we try to validate our model using well-known Hadoop simulator, MRPerf, and we provide the results of simulation and our model. Finally, we conclude in Section 7.

2. RELATED WORK

Traditionally, Hadoop adopts MapReduce [2] for a fault-tolerant data processing model. The model requires the assumption that master node is not faulty. However, the assumption is not realistic. There are many Hadoop users who use commodity hardware [15], and the commodity hardware is failure prone. Thus, the master node also can crash. Many studies [10–13] and reports [15–17] consider NameNode as a single point of failure that should be reliable and fault-tolerant. Google File System (GFS) [10] and UpRight-HDFS [11] use checkpoint-based replication method. To reduce the cost of replication, Wang’s work [12] keeps important metadata only. To avoid a single point of failure, Maresia [13] uses a peer-to-peer model instead of master–worker architecture. To overcome the crash of NameNode, MapR [18] and Kuromatsu’s work [19] uses automatic recovery method. Apache Hadoop [20] enhances the reliability of Hadoop distribution by introducing the automatic recovery and replication feature; however, the alpha version (later 2.0) is not sufficiently evaluated yet in research. The stable Hadoop version is 1.1.2, and it is based on 0.20.x, which is our target. The version is popular and used well in public and many recent studies [13, 14, 19, 21]; thus, it remains a JobTracker failure issue yet.

For nonmaster node failures, recent work [14] is published, and the authors suggest some discussion points, and the main thing is that delayed speculative execution that is Hadoop’s execution model has a general problem, and we need more analysis works on Hadoop-like framework.

Several studies [6, 22, 23] have focused on characterizing and collecting failure data in large-scale computing systems. In Sahoo’s work [22], the authors collected event logs of 395 IBM servers, analyzed node failure patterns, and produced probability distribution of daily failures. In Schroeder’s work [23], the authors collected, analyzed 9-year failure data of 4750 machines at Los Alamos.
National Laboratory, and produced statistical properties. In Kavulya’s work [6], the authors collected, analyzed 10-month data of 400 Hadoop cluster nodes, and predicted job completion time using linear regression. These previous studies accomplished the analysis of failure characteristic that given failure data follow a specific probabilistic distribution; however, they did not cover the master node crash impact on performance.

In contrast to the previous studies, our failure analysis is based on a very credible failure data available from USENIX. It is called the computer failure data repository (USENIX CFDR) [24]. The CFDR [24] started as an initiative at Carnegie Mellon University (CMU) in 2006 and was motivated by the fact that hardly any failure data from real large-scale production systems were available to researchers. There are 13 public data sets in CFDR (in 2012 years), and we use the Los Alamos National Lab (LANL) data set because LANL data are the largest failure data set and have the longest collection time. The data were collected over 9 years, cover more than 23,000 outages, and were the first to become publicly available as part of the CFDR.

3. BACKGROUND OF FAILURES IN HADOOP

Hadoop is an open source implementation of MapReduce data processing model [2]. The MapReduce enables distributed, data-intensive, and parallel applications by decomposition. The MapReduce decomposes a massive job into smaller tasks (map tasks and reduce tasks), and massive data of job are split into smaller partitions. Each decomposed task processes a different partition in parallel. A job in Hadoop consists of a group of map and reduce tasks. A map task executes a user-defined map function for each key/value pair in its input. A reduce task consists of a shuffle, sort, and reduce phase. During the shuffle and sort phase, the reduce task fetches, merges, and sorts the output from completed map tasks. Once all the data is fetched and sorted, the reduce task calls a user-defined function for each input key and list of corresponding values. Hadoop limits the maximum number of running tasks in a node by task slot specified in the system configuration. Hadoop shares data among distributed tasks in the system through the HDFS. HDFS splits and stores files as fixed-size blocks.

Hadoop uses a master–worker architecture with a master node and multiple worker nodes, as shown in Figure 1. The master node typically runs two daemons: the JobTracker that schedules and manages all of the tasks belonging to a running job and the NameNode that manages the HDFS namespace by providing a filename-to-block mapping and regulates access to files by tasks. Each worker node runs two daemons: the TaskTracker that launches tasks on its local node and tracks the progress of each task on its node and the DataNode that serves data blocks (on its local disks) to HDFS clients.

3.1. Failure handling in Hadoop job processing

To analyze the failure characteristic of Hadoop cluster, we need to know what failure occurs in Hadoop and how Hadoop handles the failures in the job processing. In this paper, the failure means the stop of normal program execution before its completion such as abort, crash, and hang. We classify the failures by the source of failures where the failures occur.

The first source is a task. Hadoop tasks (map tasks and reduce tasks) are Java applications, and they run in JVM. In Java application, a user-level exception causes abort and crash; thus, Hadoop tasks also may suffer the unhandled exception. TaskTracker notices that the task crash and marks the task execution as failed. Another case, a task can hang. The detection of hanging task is based on a timeout. When TaskTracker notices that it has not received a progress report for a while, it proceeds to mark the task as failed. All failed tasks are automatically killed after the timeout period.

The second source of failure is TaskTracker. The TaskTracker reports the progress status of underlying tasks. When the TaskTracker crashes, the JobTracker notices the crash by the loss of heartbeat. Then, the JobTracker excludes the troubled TaskTracker and respawns tasks for resumed execution. The last source of failure is the JobTracker. This is the most critical failure because the JobTracker is a single point of failure in Hadoop. When the JobTracker crashes, task scheduling
Figure 1. Hadoop cluster architecture.

Table I. Failures and the result in Hadoop job processing.

<table>
<thead>
<tr>
<th>Source of failure</th>
<th>Unhandled run-time user exception, crashing JVM, hanging task</th>
<th>Increasing a task execution time because of execution failing and restarting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task</td>
<td>Unhandled run-time user exception, crashing JVM, hanging task</td>
<td>Increasing a task execution time because of execution failing and restarting</td>
</tr>
<tr>
<td>TaskTracker</td>
<td>Crashing TaskTracker process/node</td>
<td>Losing a current job execution state and requiring manual restarting the job</td>
</tr>
<tr>
<td>JobTracker</td>
<td>Crashing JobTracker process/node</td>
<td>Losing a current job execution state and requiring manual restarting the job</td>
</tr>
</tbody>
</table>

and all deployment operations are unavailable. Moreover, the state of the current job tasks is lost. In this case, the only way to resume execution is for a human administrator to restart the machine and reload the JobTracker. We summarize the aforementioned sources and failure handling of Hadoop in Table I. From Table I, we define the loss column for describing the severity of the failure. The reasons why JobTracker crash is catastrophic are two. First, the loss of failure is huge (an entire job). Second, the failure is not recoverable automatically by the Hadoop. (other failures can be recovered by the Hadoop.) Thus, this paper focuses on JobTracker failure.
4. STOCHASTIC MODEL OF THE FAILURE OF HADOOP

4.1. Preliminaries

This section describes definitions of model parameters for modeling Hadoop job processing. We define a set of nodes to $N = \{N_1, N_2, \ldots, N_{|N|}\}$. The total number of nodes is $|N|$. The node set consists of a JobTracker and DataNodes. The number of task slots for node $N_i$ is $|N_i|$. A task set that is managed by a JobTracker is $T = \{T_1, T_2, \ldots, T_{|T|}\}$, and the total number of tasks is $|T|$. Each task maps to a node task slot, and we call this a task execution. We focus on time to first node crash during a task execution. However, we do not know the exact time to first node crash. Thus, we define time to first crash as a random variable, $X$. A probability distribution function of $X$ is denoted by $F_X(x)$. We assume that all node crash probabilities are independent to each other. This assumption is reasonable because each node is physically separated. The independence of each node means that the node failure occurred in each task does not propagate to other nodes. The execution time of a job is determined by the heaviest task. Without node failures, the heaviest task is purely determined by the computation requirement. However, when node failures occur, the heaviest task can be changed to another task on the failed node. This change is possible because of the extended execution time of tasks on the failed node from restarting and resuming the tasks. After a node crash, rebooting the node and recovering the node state are required. We define the time for rebooting and recovering the node a constant $\gamma_R$. When a task is failed or finished, a state for management of the task should be cleaned up for next execution. We define the clean-up time a constant $\gamma_C$.

There is a job computation requirement ($\omega$). This is a pure computation time for a job processing. Then, the actual execution time of $\omega$ is $\tau(\omega)$. If there are no node crashes, $\tau(\omega) = \omega$. If there are some node crashes, $\tau(\omega)$ can be variable. In particular, we define a computation requirement for a JobTracker $\omega_J$ and execution time for a JobTracker $\tau(\omega_J)$.

4.2. Expected job completion time

Our modeling goal is to obtain expected job completion time that reflects a node crash probability, namely, $E[\tau(\omega)]$. Figure 2 depicts the computation requirement and those flows in cluster that consists of $k$ DataNodes. Because a job is split into parallel execution units, the amount of computation requirement $\omega$ also is split into $\frac{\omega}{|T|} \cdot |N_i|$ where $\forall i, N_i \in N$. The computation requirement of JobTracker $\omega_J$ is dependent of the overall job completion because the JobTracker should wait until all task executions are finished to return final output result to a job client.

![Figure 2. Cluster model and computation requirements.](image-url)
In a parallel execution environment, the total completion time is controlled by a task that has the longest execution time. This requires an assumption that all tasks start simultaneously, but the difference of starting time can be ignored if the task execution time is sufficiently long. Typical job in the cloud computing is heavy workload, so the long task execution time is reasonable and common. On the basis of the assumption, we derive the expected job completion time as follows.

**Theorem 1 (Expected job completion time)**

The expected job completion time of given job completion time requirement $\omega$ is as follows.

$$
E[\tau(\omega)] = \max \left\{ E\left[ \tau\left( \frac{\omega_i}{\sum_{i} N_i} \right) \right] \right\}, \forall N_i \in N \right\} + \frac{(\gamma_R + \gamma_C) F_X \left( \max \left\{ E\left[ \tau\left( \frac{\omega_i}{\sum_{i} N_i} \right) \right] \right\}, \forall N_i \in N \right\)}{1 - F_X \left( \max \left\{ E\left[ \tau\left( \frac{\omega_i}{\sum_{i} N_i} \right) \right] \right\}, \forall N_i \in N \right\)}
$$

We can prove the Theorem 1 by the following Lemma 1. The details of proof are described in Appendix A and B.

**Lemma 1 (Expected subjob completion time)**

$$
E[\tau(\omega_i)] = \omega_i + \frac{\gamma_R F_X(\omega_i)}{1 - F_X(\omega_i)} + \int_0^{\omega_i} x dF_X(x) \frac{1}{1 - F_X(\omega_i)}
$$

### 4.3. Node crash probability model

The $F_X(x)$ of our model is a cumulative distribution function (CDF) of time to crash. In Section 4.2, we suggest the function as the general form because we do not need to know the exact numerical results in a model developing phase. For numerical evaluation, however, we need to define it.

We select the Weibull model for CDF. The reason is two. First, the Weibull model is popular and well used for developing failure theory model and analyzing failure data [25, 26]. Second, it is reported that the Weibull model fits best for representing failure data distribution in cluster environment [27].

For using the Weibull model, we need to determine two parameters: shape and scale parameter. Generally, the CDF of Weibull model is given by

$$
F_X(x; \theta, \lambda) = 1 - e^{-(x/\lambda)^\theta}
$$

where $x$ denotes a time variable, $\theta$ is the shape parameter, and $\lambda$ is the scale parameter of the distribution. Both parameters are positive. A value of $\theta > 1$ indicates that the curve of distribution rapidly increases with time. The curve smoothly increases in the case of $0 < \theta < 1$. The scale parameter $\lambda$ affects the distribution extent, so the larger the scale parameter, the more spread out the distribution. The shape parameter $\theta$ affects the shape of the distribution, so the larger the scale parameter, the slower the curve of distribution.

For determining parameters of the Weibull model, we analyze failure data of LANL cluster at CFDR [28]. The data spans 22 high-performance computing systems that have been in production use at LANL between 1996 and November 2005 (9 years). The workloads run on those systems are large-scale long-running three-dimensional scientific simulations. These applications perform long periods (often months) of CPU computation, interrupted every few hours by a few minutes of I/O for checkpointing.

The failure data contains several information including crash start times and its downtimes of 22 cluster systems. For each cluster system, we calculated mean time to failure (MTTF) for evaluating system reliability. Generally, MTTF is well used for characterizing system reliability and the higher is more reliable. From the failure data, we exclude cluster data that has eight or fewer nodes because...
most Hadoop clusters have eight or more nodes. Also, we collect the failure events related to hardware failure because we consider node crash due to hardware failures. Then, we sorted MTTFs of the cluster systems and selected four cluster systems according to their MTTFs: highest MTTF, median MTTF, average MTTF, and lowest MTTF. The MTTF data of selected cluster systems are shown in the following Figure 3. Additionally, we describe the graphs of MTTF values and downtime values of all cluster systems in Appendix C.

In Figure 3, the x-axis means selected cluster systems, and the y-axis indicates minute times. The bar shows MTTF of selected cluster systems and the small number over each bar means the actual value of MTTF. We determined the Weibull parameters by applying probability plotting-based parameter estimation method [29] to the four selected data sets. First, we extracted cumulative histogram of hardware failure data of selected cluster systems. Second, for probability plotting, we found linear function versions of the Weibull curve. Third, we obtained the shape parameters by the slopes of the linear functions and the scale parameters also obtained from the functions. The detailed steps are shown in [29]. The following Table II shows the Weibull parameters that we found.

From Table II, we can depict the Weibull CDF graphs in Figure 4. The graph is CDF, so the characteristics of distributions of time-to-crash values are shown. The 99% of time-to-crash values

![Figure 3. Mean time to failures (MTTFs) of selected cluster systems.](image)

Table II. Weibull models for node crash.

<table>
<thead>
<tr>
<th>Model</th>
<th>Weibull function parameters</th>
<th>MTTF</th>
</tr>
</thead>
<tbody>
<tr>
<td>W1</td>
<td>$F_X(x; \theta = 0.438, \lambda = 1115.3)$</td>
<td>Lowest MTTF (2,938), unreliable</td>
</tr>
<tr>
<td>W2</td>
<td>$F_X(x; \theta = 0.590, \lambda = 28487.8)$</td>
<td>Median MTTF (43,823), unstable</td>
</tr>
<tr>
<td>W3</td>
<td>$F_X(x; \theta = 0.892, \lambda = 29775)$</td>
<td>Average MTTF (31,484), unstable</td>
</tr>
<tr>
<td>W4</td>
<td>$F_X(x; \theta = 1.031, \lambda = 149875)$</td>
<td>Highest MTTF (147,986), reliable</td>
</tr>
</tbody>
</table>

MTTF, mean time to failure.
in 'lowest MTTF' cluster are under 42.9 K mins, so the cluster easily crashes. However, 'highest MTTF' cluster has many relatively long time-to-crash values (99% under 670 K mins), so the cluster more stable than the 'lowest MTTF' cluster.

The graphs represent the probabilistic distribution models of time to crash, and the models are based on the real data. Thus, they are reasonable. In Section 5, we use the failure distribution models for numerical analysis.

5. NUMERICAL RESULTS

Our goal is to examine the variation of expected job completion time in Hadoop when a node crash probability is given. In particular, we focus on the overhead, which means the increased expected job completion time because of a JobTracker node crash. To that end, we consider three cases: the worst case, where the failure distribution of a JobTracker node follows the model W1; the median case, where the failure distribution of a JobTracker node follows the model W2; and the average case, where the failure distribution of a JobTracker node follows the model W3. We exclude the best case, where the failure distribution of a JobTracker node follows the model W4, because that is meaningless in terms of overhead. For each case, we assume that DataNodes have the node crash probabilities listed in Table II (W1, W2, W3, and W4) because these reflect the general node failure characteristics of the actual cluster environment.

- Case 1. 'Highest JobTracker node crash probability' (W1)
- Case 2. 'Median JobTracker node crash probability' (W2)
- Case 3. 'Average JobTracker node crash probability' (W3)

To obtain numerical results, we need to select the following additional parameters (Section 4.1): the job computation requirement ($\omega$) and the cluster configuration ($|T|, |N|, |N_i|, \gamma_R, \gamma_C$). First, we define three job computation requirements: 'an-hour-job' ($\omega = 60$ min), 'a-day-job' ($\omega = 1440$ min), and 'a-month-job' ($\omega = 43200$ min). We assume that the jobs keep running until their job computation requirements are completely satisfied. These three job computation requirements are common in a large-scale cluster system. Second, we find the parameter values of the cluster configuration from the real failure data [28]. Actually, the failure data do not include recovery time ($\gamma_R$) and cleanup time ($\gamma_C$) explicitly, so we use the average downtime of each cluster system. Because the downtime is the elapsed time between a node crash and re-execution, we can use that as $\gamma_R$. For the cleanup time, $\gamma_C$, we assume a fixed value of 2 min because we think a node that receives cleanup request from a JobTracker can be rebooted within that time.
Additionally, the cluster configuration parameters are related to the Weibull model, because each Weibull model represents the failure characteristic of each cluster.

The extracted configuration parameters and the corresponding Weibull parameters are listed in Table III.

Note that the values of $\gamma_R$ are somewhat larger than our job computation requirement per node (see $\omega \times \frac{|N_i|}{|T|}$ in Section 4.2). For example, an-hour-job in the lowest MTTF cluster has $0.06 \text{ min} \left( \omega \times \frac{|N_i|}{|T|} = 60 \times \frac{4}{4096} \right)$, and a-day-job in the average MTTF cluster has $5.63 \text{ min} \left( \omega \times \frac{|N_i|}{|T|} = 1440 \times \frac{2}{315} \right)$. This means that the $\gamma_R$ value can affect the numerical result of the equation in Theorem 1. Thus, we consider the effect of $\gamma_R$ for two extremes: minimum cost ($\gamma_R = 100.94 \text{ min}$) and maximum cost ($\gamma_R = 2540.79 \text{ min}$). Note that downtime can be large if the recovery time is long, although it has the average MTTF like our average MTTF cluster because downtime depends on recovery time, and MTTF depends on uptime.

For these two $\gamma_R$ values, we calculate the expected job completion time of the JobTracker ($E[\tau(\omega_j)]$) and the maximum expected job completion time of a DataNode ($\max\{E[\tau(\omega_i)], \forall i, N_i \in N\}$). Then, we obtain the additional job completion time overhead as

$$E[\tau(\omega_j)] - \frac{\max\{E[\tau(\omega_i)], \forall i, N_i \in N\}}{1} \tag{1}$$

The first case is that of 'high JobTracker crash probability'. In this case, the JobTracker runs in the cluster of lowest MTTF and follows the Weibull model W1. Other DataNodes run in the clusters of highest MTTF, average MTTF, median MTTF, and lowest MTTF. Figure 5 shows the results for the additional job completion time overhead.

<table>
<thead>
<tr>
<th>Clusters</th>
<th>Cluster configuration parameters</th>
<th>Weibull models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$</td>
<td>T</td>
</tr>
<tr>
<td>Lowest MTTF</td>
<td>4096</td>
<td>1024</td>
</tr>
<tr>
<td>Median MTTF</td>
<td>512</td>
<td>128</td>
</tr>
<tr>
<td>Average MTTF</td>
<td>512</td>
<td>256</td>
</tr>
<tr>
<td>Highest MTTF</td>
<td>128</td>
<td>32</td>
</tr>
</tbody>
</table>

MTTF, mean time to failure.

Figure 5. Results for additional job completion time overhead of high JobTracker crash probability.
The $x$-axis describes the job computation requirement: an-hour-job, a-day-job, and a-month-job. The $y$-axis is the additional job completion time overhead (Equation (1)), and this value is relative to the job requirement time. If the additional job completion time overhead is zero, the JobTracker does not affect the job completion time at all. We also consider the recovery cost of the JobTracker. Thus, by referring to Table III, we apply two recovery costs: minimum recovery cost ($\gamma_R = 100.94$ min) and maximum recovery cost ($\gamma_R = 2540.79$ min).

The results in Figure 5 show that the expected job completion time is greatly increased for all job computation requirements. This means that the JobTracker significantly affects the job completion time. In particular, the results show that the job completion time increases when the recovery cost increases. The recovery cost is due to the JobTracker, so this implies that the recovery mechanism of the JobTracker should be efficient.

Although, in Figure 5, the overhead shown for an-hour-job is the highest, its actual value is small. This can be seen in Figure 6.

Figure 6 shows the actual value increments for an-hour-job, a-day-job, and a-month-job (zero means no increment). We use the log scale in the $y$-axis of the graph in Figure 6 for easy presentation. Figure 5 shows that an-hour-job with $\gamma_R = 2540.79$ min reaches 6857.6%, which is greater than the 1575.72% of a-day-job with $\gamma_R = 2540.79$ min. However, the actual value (190.6 min) for an-hour-job is smaller than that (709.5 min) for a-day-job.

Above all, in our example of highest JobTracker crash probability, the additional job completion time overhead ranges from 58.7% to 6857.6%. The overhead of 6857.6% is not exaggerated, because these values are based on actual failure data [28]. Thus, we can say that these results are reasonable.

The second case is that of 'median JobTracker crash probability’. In this case, the JobTracker runs in the cluster of median MTTF and follows the Weibull model W2. Other DataNodes run in the clusters of highest MTTF, average MTTF, median MTTF, and lowest MTTF. Figure 7 shows the results for the additional job completion time overhead.

The $x$-axis and $y$-axis are the same as those in Figure 5. Likewise, we consider the recovery cost as with the highest JobTracker crash probability. Figure 7 shows again that the JobTracker affects the job completion time (maximum 394.68%). Note that this JobTracker runs in the median crash probability environment, which means that the result is based on the median MTTF.

The third case is that of the 'average JobTracker crash probability’. In this case, the JobTracker runs in the cluster of average MTTF and follows the Weibull model W3. Other DataNodes run in the clusters of highest MTTF, average MTTF, median MTTF, and lowest MTTF. Figure 8 shows the results for the additional job completion time overhead.

The $x$-axis and $y$-axis are the same as those in Figure 5. Likewise, we consider the recovery cost as with the highest JobTracker crash probability. Figure 8 shows again that the JobTracker affects

![Figure 6. Expected job completion time increment.](image-url)
Figure 7. Results for additional job completion time overhead of median JobTracker crash probability.

Figure 8. Results for additional job completion time overhead of average JobTracker crash probability.

the job completion time (maximum 23.28%). Note that this JobTracker runs in the average crash probability environment, which means that the result is based on the average MTTF. Because the result is based on average value, we can say that it is representative.

The average MTTF is an average of the MTTFs of all cluster systems represented by the given failure data. There is no system that has the average MTTF, because it is a representative value. However, one of the given cluster systems actually has the median MTTF. Thus, we believe that the median result is much more practical than the average result.

On the basis of the aforementioned results, we are convinced that the JobTracker with node crash probability should be a primary target of failure management for reliable large-scale parallel data processing. Moreover, we can say that reducing the recovery cost of the JobTracker is required, because we see from all the results that its recovery cost largely affects the job completion time increment.

Currently, the Hadoop depends on the checkpoint-based recovery mechanism; thus, the recovery cost is not inevitable. Note that from our results, we showed previously that the job completion time can have 6857.6% of additional overhead in the worst case and 394.68% in a typical case. These results are very serious and indicate that the recovery paradigm should be improved or changed.
6. MODEL VALIDATION

For model validation, we use MRPerf [30–32]. MRPerf is a Hadoop simulator widely used in many Hadoop studies [33–35] and is based on the NS-2 network simulator. MRPerf is a fairly accurate simulator because it predicts Hadoop performance within a range of 5.22–12.83% of the actual measurements in real Hadoop clusters [31]. MRPerf is valid for clusters with 16–128 nodes. Many previous Hadoop studies, which utilize real Hadoop clusters, used 128 nodes or less. For example, Kavulya’s work [6] used 27 nodes, and others [11, 19, 21] used 5 or 50 nodes. For our research, we conduct several experiments using clusters of 16, 32, 64, and 128 nodes to validate our model. We use TeraSort as the default workload of the simulator. For each cluster, we measure job completion time in two failure cases: a node failure and a JobTracker failure. For our model, we calculate the model value of a node failure using Lemma 1 and the model value of a JobTracker failure using Theorem 1. We then compared the measured values with the model values. The results are in Figure 9.

In Figure 9, the $x$-axis indicates cluster sizes, and the $y$-axis indicates job completion time. 'NF measured' and 'JF measured' stand for the simulation results of node failure and JobTracker failure, respectively. Similarly, 'NF model' and 'JF model' are the expected job completion times for node failure and JobTracker failure in the model. The numbers with arrows (above the bar graphs) are the model errors in terms of percentages. For example, 3.34 and 9.67 on the 16 nodes cluster indicate that the value of node failure model is 3.34% larger than its measured value, and the value of JobTracker model is 9.67% larger than its measured value. From Figure 9, we can see that the results of simulation are similar to the results of our model because all model errors are smaller than 10%. In fact, our model error range (from 0.62% to 9.67%) is better than that of MRPerf (simulation error range from 5.22% to 12.83%), which means that our model is as accurate as MRPerf.

7. CONCLUSION

In this paper, we describe and analyze the performance impact of JobTracker failure in Hadoop. As a result, we find that the failure of the JobTracker is critical, because it seriously affects the overall job execution time. Quantitatively, we find that in the worst case, the job execution time is about 68 times more than its normal value for diverse node crash environments. Moreover, even in a typical case, the job completion time increases by about four times.

In our work, we cover the research area of performance analysis of JobTracker failure, which is caused by master node crash. This paper differs from the previous research that they do not analyze JobTracker failure. Moreover, the result of our work emphasizes the need of more elaborate...
solutions for handling JobTracker failures because the current Hadoop versions still suffer the huge performance degradation.

APPENDIX A: PROOF OF LEMMA 1

\[ E[\tau(\omega_i)] = \omega_i + \frac{\gamma RF_X(\omega_i)}{1 - F_X(\omega_i)} + \int_{0}^{\omega_i} xdF_X(x) \]

For our proof, we use the following axioms.

(a1) By the law of total expectation, the equation \( E[\tau(\omega_i)] = E[E(\tau(\omega_i)|X = x)] \) holds true.

(a2) By the properties of CDF, the equations \( \lim_{n \to \infty} F_X(n) = 1 \) holds true.

(a3) We do not consider an always-crashed (time-to-crash value is 0) node; thus, \( F_X(0) = 0 \) holds true.

**Proof**

We start from Equation (2), and the equation looks like

\[ E[\tau(\omega_i)|X = x] = \begin{cases} \omega_i, & x \geq \omega_i \\ x + \gamma R + E[\tau(\omega_i)], & x < \omega_i \end{cases} \]

The expectation of Equation (2) can be obtained as follows.

\[
E[E(\tau(\omega_i)|X = x)]
= \int_{0}^{\omega_i} E(\tau(\omega_i)|X = x)dF_X(x)
= \int_{0}^{\omega_i} (x + \gamma R + E[\tau(\omega_i)])dF_X(x)
= \int_{0}^{\omega_i} xdF_X(x) + (\gamma R + E[\tau(\omega_i)]) \cdot (F_X(\omega_i) - F_X(0))
\]

For convenience of derivation, we split the aforementioned equation into two integral equation parts: A and B. Namely, \( E[E(\tau(\omega_i)|X = x)] = A + B \). We solve A and B in order.

\[
A = \int_{0}^{\omega_i} E(\tau(\omega_i)|X = x)dF_X(x)
= \int_{0}^{\omega_i} (x + \gamma R + E[\tau(\omega_i)])dF_X(x)
= \int_{0}^{\omega_i} xdF_X(x) + (\gamma R + E[\tau(\omega_i)]) \cdot (F_X(\omega_i) - F_X(0))
\]

By the axiom (a3), \( F_X(0) = 0 \); thus, we get the following reduced equation.

\[
A = \int_{0}^{\omega_i} xdF_X(x) + \gamma R \cdot F_X(\omega_i) + E[\tau(\omega_i)] \cdot F_X(\omega_i)
\]

Now, we solve the equation B.

\[
B = \int_{\omega_i}^{\infty} E(\tau(\omega_i)|X = x)dF_X(x)
= \lim_{n \to \infty} \int_{\omega_i}^{n} E(\tau(\omega_i)|X = x)dF_X(x)
= \lim_{n \to \infty} (\omega_i \cdot F_X(n) - \omega_i \cdot F_X(\omega_i))
= \omega_i \cdot \lim_{n \to \infty} F_X(n) - \omega_i \cdot F_X(\omega_i)
\]

By the axiom (a2), \( \lim_{n \to \infty} F_X(n) = 1 \); thus, we reduce the aforementioned equation as follows.

\[
B = \omega_i - \omega_i \cdot F_X(\omega_i)
\]

Now, we solve \( E[E(\tau(\omega_i)|X = x)] \) using A and B as follows.

\[
E[E(\tau(\omega_i)|X = x)] = A + B
= (\int_{0}^{\omega_i} xdF_X(x) + \gamma R \cdot F_X(\omega_i) + E[\tau(\omega_i)] \cdot F_X(\omega_i)) + (\omega_i - \omega_i \cdot F_X(\omega_i))
\]
By the axiom (a1), we obtain the following equation.

\[ E[\tau(\omega_i)] = (\int_0^{\omega_i} x dF_X(x) + \gamma_R \cdot F_X(\omega_i) + E[\tau(\omega_i)] \cdot F_X(\omega_i)) + (\omega_i - \omega_i \cdot F_X(\omega_i)) \]

Then, we rearrange the above equation for \( E[T(\omega_i)] \), and finally, Equation 4 is shown as follows.

\[ E[\tau(\omega_i)] = \int_0^{\omega_i} x dF_X(x) + \gamma_R \cdot F_X(\omega_i) + E[\tau(\omega_i)] \cdot F_X(\omega_i) + (\omega_i - \omega_i \cdot F_X(\omega_i)) \]

\[ E[\tau(\omega_i)] \cdot (1 - F_X(\omega_i)) = \int_0^{\omega_i} x dF_X(x) + \gamma_R \cdot F_X(\omega_i) + \omega_i \cdot (1 - F_X(\omega_i)) \]

\[ E[\tau(\omega_i)] = \frac{\int_0^{\omega_i} x dF_X(x)}{1 - F_X(\omega_i)} + \frac{\gamma_R \cdot F_X(\omega_i)}{1 - F_X(\omega_i)} + \omega_i \]

\[ = \omega_i + \frac{\gamma R \cdot F_X(\omega_i)}{1 - F_X(\omega_i)} + \frac{\int_0^{\omega_i} x dF_X(x)}{1 - F_X(\omega_i)} \]

\[ \square \]

**APPENDIX B: PROOF OF THEOREM 1**

The expected job completion time of given job completion time requirement \( \omega \) is as follows.

\[ E[\tau(\omega)] = \max \left\{ \left( \frac{\omega}{|T|} \cdot |N_i| \right), \forall N_i \in N \right\} + \frac{1}{1 - F_X(\omega)} \int_0^{\max \left\{ E[\tau(\frac{\omega}{|T|} \cdot |N_i|)], \forall N_i \in N \right\} x dF_X(x) \]

**Proof**

The requirement of computation amount for \( N_i \) is \( \frac{\omega}{|T|} \cdot |N_i| \), and this is our new subjob. Therefore, the subjob completion time is \( \tau \left( \frac{\omega}{|T|} \cdot |N_i| \right) \). If all subjobs run in parallel, and there is no node crash, the total job completion time can be obtained easily as

\[ \tau(\omega) = \max \left\{ \tau \left( \frac{\omega}{|T|} \cdot |N_i| \right), \forall N_i \in N \right\} \]

Now, our target is a subjob completion time per node, and we also have to consider the node crash. For notational convenience, we define the subjob completion time per node as

\[ \tau(\omega_i) = \tau \left( \frac{\omega_i}{|T|} \cdot |N_i| \right) \]  \hspace{1cm} (2)

When a node crash occurs, the crashed node should be rebooted and recovered; we already define the cost time \( \gamma_R \). Now, we have the expectation of the subjob completion time of the DataNode crash when a node crash occurs. The result is as follows.

\[ E[\tau(\omega_i) | X = x] = \left\{ \begin{array}{ll}
\omega_i & , x \geq \omega_i \\
\omega_i + x + \gamma_R + E[\tau(\omega_i)] & , x < \omega_i
\end{array} \right. \]  \hspace{1cm} (3)

The expectation of subjob completion time increases when a first node crash occurs before the subjob is completed (\( x < \omega_i \)). From aforementioned equation (3), we can obtain the \( E[\tau(\omega_i)] \) using the law of total expectation (\( E(X) = E[E(X|Y)] \)). Thus, we need to obtain the expectation of Equation (3) by Lemma 1. The derivation result is as follows.

\[ E[\tau(\omega_i)] = \omega_i + \frac{\gamma R F_X(\omega_i)}{1 - F_X(\omega_i)} + \frac{\int_0^{\omega_i} x dF_X(x)}{1 - F_X(\omega_i)} \]  \hspace{1cm} (4)
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There are two types of node crash: a JobTracker node crash and a DataNode crash. First, we obtain the expectation of the subjob completion time when a DataNode crash occurs. For a DataNode crash, we can directly use the Equation (4). However, a JobTracker node crash is different. When a JobTracker node crash occurs, the node should be rebooted and recovered. In addition, the DataNodes should be cleaned up for reassignment of tasks. The computation requirement \( \omega_{J} \) is also different with \( \omega \) with because the JobTracker does not participate in a parallel computation of \( \omega \). Definitely, \( \omega_{J} \) should be larger than the any other subjob completion time (\( \omega_{J} \geq T(\omega_{i}) \)) because the JobTracker should wait until all task executions are finished. Note that these task execution times are stochastic, so we need their expectation values. Thus, we obtain

\[
\omega_{J} = \max\{E[\tau(\omega_{i})], \forall \omega_{i}\} \tag{5}
\]

The JobTracker completion time is also affected by node crash probability. Thus, we have the expectation of the JobTracker completion time. We can derive the expectation of \( \tau(\omega_{J}) \) based on the equation (3) as follows.

\[
E[\tau(\omega_{J}) | X = x] = \begin{cases} 
\omega_{J}, & x \geq \omega_{J} \\
\omega_{J} + \gamma_{R} + \gamma_{C} + E[\tau(\omega_{J})], & x < \omega_{J} 
\end{cases} \tag{6}
\]

From Equation (6), we have the following derivation result.

\[
E[\tau(\omega_{J})] = \omega_{J} + \frac{(\gamma_{R} + \gamma_{C})F_{X}(\omega_{J})}{1 - F_{X}(\omega_{J})} + \int_{0}^{\omega_{J}} x dF_{X}(x) \frac{1}{1 - F_{X}(\omega_{J})} \tag{7}
\]

Now, we obtain \( E[\tau(\omega)] \). In a parallel execution environment, the job completion time is controlled by a node that has the longest subjob execution time. Thus, we have the following equation.

\[
E[\tau(\omega)] = \max \left\{ \max \{E[\tau(\omega_{i})], \forall i, N_{i} \in N\}, E[\tau(\omega_{J})] \right\} \tag{8}
\]

Equation (8) can be reduced to \( E[\tau(\omega_{J})] \) because the JobTracker should wait until all DataNode executions are completed. Namely, \( E[\tau(\omega_{J})] \geq \max \{E[\tau(\omega_{i})], \forall i, N_{i} \in N\} \). Thus, we obtain the following derivation result.

\[
E[\tau(\omega)] = E[\tau(\omega_{J})] \tag{9}
\]

By the synthesis of Equations (2), (5), (7), and (9), we obtain the following expected job completion time.

\[
E[\tau(\omega)] = \max \left\{ E\left[ \tau\left( \frac{\omega_{J}}{\omega_{i}}, \frac{|N|}{|N_{i}|} \right) \right], \forall N_{i} \in N \right\} + \frac{(\gamma_{R} + \gamma_{C})F_{X}\left( \max \{E[\tau\left( \frac{\omega_{J}}{\omega_{i}}, \frac{|N|}{|N_{i}|} \right)] \}\right)}{1 - F_{X}\left( \max \{E[\tau\left( \frac{\omega_{J}}{\omega_{i}}, \frac{|N|}{|N_{i}|} \right)] \}\right)} \int_{0}^{\omega_{J}} x dF_{X}(x) \frac{1}{1 - F_{X}\left( \max \{E[\tau\left( \frac{\omega_{J}}{\omega_{i}}, \frac{|N|}{|N_{i}|} \right)] \}\right)} \tag{10}
\]

\[
\square
\]

**APPENDIX C: MEAN TIME TO FAILURE AND DOWNTIME VALUES OF THE LOS ALAMOS NATIONAL LAB CLUSTERS**

We use the measured statistical data in the LANL trace data. The distribution of the MTTF values and the average downtime values of clusters are shown in Figure C.1 and C.2. In raw LANL data, there are a total of 23 clusters numbered from 2 to 24 (‘cluster no.’ in both figures). We exclude clusters with eight nodes or less (Section 4.3), and they are cluster nos 7, 15, 17, 22, 23, and 24. Overall, for all the data, the MTTF values of clusters range from 4119.56 to 18416.58 min, and their downtime values range from 100.94 to 9473.78 min.
In both Figures C.1 and C.2, the cluster number corresponding to the average MTTF cluster is 11. The average MTTF value of all clusters is 44836.81 min. In general, the MTTF value is different from the average downtime. For example, the MTTF value of cluster no. 14 is 116742.98 min, but its average downtime is 9473.78 min. Downtime value can be large if the recovery time from node failure is long.
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